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Abstract—In the context of robot learning from demonstration, it is very important that a robot understands what an object can be used for. By observing a human performing an activity, a robot should be able to identify the human motion, the objects involved and the outcome of the performed activity. One important aspect of this challenging problem is to detect and reason about objects in terms of affordance or alternatively, about their function in the current activity. Affordance is often modeled in terms of appearance however appearance does not necessarily map one-to-one with functional classes. In this paper we propose two alternative features that characterize objects directly in terms of how they are used. Our approach show a significant improvement compared to the traditional appearance based methods.

I. INTRODUCTION

Reasoning about activities is an important skill for robots that operate in unstructured environments. A robot should be able to observe a human and reproduce the same performed activity [1]. To achieve that it is essential that a robot understands the function of objects in the observed activity. Features such as SIFT or HOG are often used to model affordance [2] however appearance does not necessarily map one-to-one with functional classes (Fig. 1). Instead we propose to characterize objects directly in terms of how they are used. There are some works in this spirit: [3] classifies activities by looking at how the different segments interact each other, or [4] proposes to use the human pose as a descriptor for the sitable affordance. In this paper the scenario we focus on is a human demonstrator teaching a robot about the affordances of objects, used in a kitchen scenario, by showing how they are used. Therefore we propose to describe objects in terms of how they are manipulated by the human and in terms of the spatio-temporal relationships existing between each pair of object used in an activity. The performances of our descriptors are compared to a baseline of appearance-based descriptors (SIFT bag-of-words) in terms of classification of affordance classes. The accuracy using our interaction descriptor is 0.92, of our spatio-temporal relationship descriptor 0.95 while the appearance baseline has an average accuracy of 0.64.

II. DATA SET

Given RGB-D data from the scene we wish to cluster the information such that elements corresponding to locations on the same object are merged together within the same cluster or object hypothesis. Our approach is presented in

Fig. 1. Object classification based on appearance and affordance.

[5]. The relevant information used to extract our functional descriptors are a set of object hypothesis tracks including object mask, 3D position of the centroid, size and bounding box.

III. INTERACTION DESCRIPTOR

The position of human hands to extract the interaction descriptor is acquired by the Kinect device. We let the temporal signature of the relative position between the hands and the object constitute our object representation. Rather than using a continuous state-space we discretize the space into five different states (idle, close to hand, active, approach, leave) and represent each object hypothesis as a sequence of states over time (Fig. 2). We will refer to this as a string.

Fig. 2. Example of extraction of hand-objects interaction features. The knife is first close to a human hand (yellow color) and then it becomes active (green) when the human uses it.

IV. SPATIO-TEMPORAL RELATIONSHIP DESCRIPTOR

Given the set of object hypotheses: let \( C_{i,t}^{\text{hyp}} \) be the centroid of object hypothesis \( i \) in the image at time \( t \). The Euclidean distance between two object hypotheses (Fig. 3) at time \( t \) is:

\[
d_{i,j,t} = \| C_{i,t}^{\text{hyp}} - C_{j,t}^{\text{hyp}} \|
\]

(1)

The relationship between two object hypotheses can be described as the object-object distance profile defined by Eq.

[1]
The average classification of functional classes with our descriptors is respectively 0.92 using the manipulation descriptor and 0.95 using the spatial relationships descriptor. It is interesting to notice that the spatial descriptor outperforms the manipulation feature in 3 out of 4 classes, but the manipulation feature has a higher accuracy in recognizing the tool functional class. This meets our expectation as the tool class contains the set of objects that are handled more often by the human, making the manipulation descriptor very representative.

VI. CONCLUSIONS

We propose two functional descriptors for objects to reason about human activities. Objects are represented in terms of how they are being handled and the spatio-temporal relationships with other objects present on a scene. The proposed descriptors have an average accuracy of 0.92 and 0.95 outperforming a standard classifier based on appearance features. This support our idea that affordance can be capture by looking at how objects are being used during an activity. Moreover experiments have shown that the manipulation descriptor performs the best with objects that are manipulated often (e.g. tools) while the pairwise performs better in extracting the affordance of objects that are rarely used directly by a human but still involved in the undergoing activity.
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| TABLE I |

| CLASSIFICATION OF OBJECT AFFORDANCE USING APPEARANCE FEATURES (SIFT), HAND-OBJECT INTERACTION FEATURE (H-O), PAIRWISE OBJECT INTERACTION FEATURE (O-O). THE FOUR FUNCTIONAL CLASSES ARE TOOLS, INGREDIENTS, CUTTING BOARDS AND CONTAINERS. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Sift            | Ing             | Cut             | Cont            |
| 0.60            | 0.52            | 0.62            | 0.84            |
| H-O             | 0.93            | 0.88            | 0.90            | 0.96            |
| O-O             | 0.93            | 0.92            | 0.99            | 0.99            |