A Dataset of Human Manipulation Actions

Alessandro Pieropan Giampiero Salvi

Abstract— We present a data set of human activities that
includes both visual data (RGB-D video and six Degrees Of
Freedom (DOF) object pose estimation) and acoustic data. Our
vision is that robots need to merge information from multiple
perceptional modalities to operate robustly and autonomously
in an unstructured environment.

I. INTRODUCTION

There has been tremendous effort in the robotics com-
munity to develop robots able to operate autonomously in
unstructured environments. Robots should be able to perceive
the world correctly, detect objects, observe and interact with
humans, perform activities and understand if the desired
outcome has been achieved [1].

In the context of robot learning from demonstration it is
essential to understand human activities. Many related data
sets have been released in the past decade, however the
majority of them focus more on activities that can be best
described by looking at the human pose [2]-[4], e.g. running,
walking, kicking. Such activities are more suited for video
surveillance applications. However in a robotic context it is
more interesting to understand task-oriented activities that
involve objects (i.e. grasping, pouring, cutting) so that a robot
can repeat and fulfill requested tasks autonomously. A few
strictly visual data sets have been released in this context
[5]-[7]. However, visual cues alone suffer from certain limi-
tations. First, an activity has to be performed within the field
of view of the observer. Second, object detection and tracking
are sensitive to occlusions while performing activities. Third,
some of the objects that are often involved in indoor activities
are very hard to detect due to the properties of materials
(e.g. shiny or transparent). Last, there are meaningful states
induced by an activity that are hard to detect just relying
on visual perception. For example, it is very difficult to
detect if a person has turned on an oven. We believe that the
limitation of visual perception can be compensated by using
additional sources of information (Fig. |I|) As an example, [5]
uses radio-frequency identification (RFID) tags to record the
position of objects. However such solution may be intrusive
and would not work in a natural environment. We instead
propose to rely more on non intrusive sources. Therefore
in our data set we provide audio recordings of the sounds
produced while the activities are performed. Our dataset
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(a) RGB-D video
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Fig. 1. An RGB-D video modality and an audio modality give comple-
mentary information about an observed human action. This is a motivation
of why to use a recognition method that takes both modalities into account.

enables various experiments. First, it is possible to test object
pose detection and tracking algorithms with the baseline
provided by our tracker. Second, as the dataset is manually
labeled, it is possible to evaluate visual and acoustic cues in
the context of activity recognition as we have recently done

[8].
II. DATASET

The data set we have collected includes observations
of eight subjects fulfilling the task of preparing a milk
and cereal breakfast. The actors are not instructed on how
to perform the action and, therefore, there is substantial
variation in the way they perform it. However, the action can
generally be decomposed into 6 different sub-actions: open
milk box, pour milk, close milk box, open cereal box, pour
cereals and close cereal box. The variability can be observed
in the order these sub actions are performed, the distribution
of workload between left and right hand, the position of the
objects, and so forth. Since the actors perform the action in a
natural way the transitions between sub-actions are smooth,
some sub actions can be performed in parallel and some may
be missing (e.g. sometimes subjects leave the cereal box open
at the end of the action.). In details the data set includes:

Video: Calibrated RGB-D video recorded using a Kinect
device with 30 Hz framerate and a resolution of 640 x 480.
The time stamp of each frame has been saved so that it is
possible to align audio and video correctly. Each frame is
saved in a separate matlab file (.mat)

Audio: 4 separate audio tracks using the Kinect microphone
array sampled at 16 kHz with 32 bits depth saved as standard
waveform audio file.

Object Models: 25 3D object models, built from real images,
saved in Wavefront OBJ-files. The models are used to
estimate the six DOF pose of the objects detected while



(a) Model shape
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Fig. 2. Samples of objects used in the dataset. (a) shows the 3D solid
models of the objects, (b) shows the models rendered with textures.

performing an activity. The models used in the data set are
4 milk boxes, 2 cereal boxes and 5 cups. We release all
objects as they can be used for other purposes such as grasp
planning.

Object Pose: To estimate the objects’ location and orien-
tation over time we used a real-time method that relies on
sparse keypoints for pose detection and dense motion and
depth information for pose tracking [9]. This method can
simultaneously track the pose of hundreds of arbitrarily-
shaped rigid objects at 40 frames per second, with high
accuracy and robustness. This is enabled through a tight
integration of visual simulation and visual perception that
relies heavily on Graphical Processing Units. A detailed 3D
scene representation, consisting of the textured wireframe
models from Fig. 2] is constantly updated on the basis of the
observed visual cues. Self-occlusions and occlusions between
modeled objects are handled implicitly by rendering the
scene through OpenGL. Pose detection runs in parallel with
pose tracking, allowing for automatic pose initialization and
recovery when tracking is lost. Because the actors were not
instructed about the properties of the tracker used, in a few
cases some object poses are lost. This happens upon heavy
occlusion or fast movements. In spite of these rare cases,
the object tracking information included in the database can
be used as baseline for future experiments in the context of
object detection and tracking.

Manual Labels: manual labels for each sequence including
6 different sub actions: Open Milk Box,Pour Milk,Close Milk
Box, Open Cereal Box, Pour Cereals, Close Cereal Box.
The labels are provided as Advanced SubStation Alpha (.ass)
subtitle files.

Scripts: the information regarding each recorded video frame
are stored in a separate matlab file (.mat). A file includes
the rgb image, the disparity image, the time stamp and the
six DOF pose of each detected object. Python scripts to
read the data from the mat file, synchronize the video and
audio sources and parse the labels from the subtitle files are
provided with the dataset.

III. CONCLUSIONS

We present a data set as a resource for studies in the
fields of activity recognition, object detection and multi-
modal fusion. The data set contains an extended set of
examples of making cereals action executed by 8 actors in

a natural manner (Fig. [3). The data includes 140 RBG-D
videos, objects six DOF pose estimates, 3D models of the
objects used, acoustic data, manual labels and python scripts
to work with it. It will be released publicly and it will be
maintained and improved by extracting more features such
as hand pose estimation and more activities performed in an
indoor kitchen scenario.
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Fig. 3. Examples taken from the dataset. The first two rows show the raw
RGB-D data while the last row shows the results of the tracker used. For
more examples please refer to the supplemental material.
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